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Introduction

Energy systems are becoming increasingly
complex as they interconnect and integrate
multiple energy sources (such as energy stor-
age systems, smart grids, etc.). The operation
and optimization of such systems not only
rely on a large amount of structured data, but
also continuously generate extensive data re-
sources. How to effectively share and reuse
these data is important for open science re-
search and data-driven energy management.
However, there are still many challenges in
real-world applications. For example, differ-
ent energy systems and research projects of-
ten use their own terminology and nomen-
clature, due to the lack of unified semantic
standards, the same concept will have differ-
ent field names in different datasets, which
thereby limits the reusability of the data for
semantic search, automated reasoning, and
cross-system integration. To achieve efficient
reuse of energy data, semantic annotation is
considered a core technology following the
FAIR principles [1]. After the semantic anno-
tation, the data has a clear semantic defini-
tion and can be released to an open data plat-
form or knowledge graphs. However, man-
ual semantic annotation is extremely difficult
and error-prone. Without assistive tools, re-
searchers need to perform term-by-term ter-
minology queries and comparisons, and man-
ually map them to the target ontology. Differ-
ent people may have different understandings
of the terminology, which may have incon-
sistent results. This semantic inconsistency
will directly affect the subsequent data inte-
gration, information retrieval, and knowledge
reasoning tasks.

With the extensive use of Natural Language
Processing (NLP), especially pre-trained lan-
guage models, more and more language un-

derstanding and semantic reasoning tasks can
be automated by NLP models [2–6]. Se-
mantic annotation maps the natural lan-
guage descriptions to formalized domain on-
tologies and can also be improved with the
help of NLP. The main contribution of this
paper is the development of an ontology
term recommendation system to assist or par-
tially replace the manual semantic annota-
tion process. The system automatically ex-
tracts descriptive information from energy-
related tabular data sets and then uses a
large language model to automatically enrich
the data descriptions. By calculating the se-
mantic similarity, the system will generate
the top-K most relevant recommendation re-
sults. Through the proposed system, users
can quickly select appropriate ontology terms
for their data, thereby reducing annotation
barriers and improving the accuracy and con-
sistency of semantic annotation.

Methods

Based on the FAIR principles, we outline
a data publication workflow, as shown in
Figure 1. First, Energy Data Orchestra-
tor (EDO) collects and organizes informa-
tion from the Research Data Management
Organizer (RDMO)1 and other external re-
sources. EDO compiles this information
into structured metadata and provides a
user interface where data providers can edit
(meta)data descriptions. To ensure that data
are FAIRly published, we design an ontology
term recommendation system that achieves
semi-automatic annotation, as shown in fig-
ure 2. After the EDO has collected the tabu-
lar data and its metadata, the system first
performs entity-level extraction. However,
the row metadata alone may lack semantic
diversity, especially when column names are

1https://rdmorganiser.github.io/
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Figure 1: FAIR Energy Data Publication Pipeline with EDO

Figure 2: Ontology Recommendation Workflow

abbreviated, ambiguous, or domain-specific.
Since most embedding models are not pre-
trained on such domain-specific corpora, the
resulting embeddings may fail to capture use-
ful semantic information from them. To ad-
dress this problem, we introduce large lan-
guage models (LLMs) to enhance the expres-
sion of metadata descriptions. A pre-trained
Sentence-Bidirectional Encoder Representa-
tions from Transformer (SBERT) [7] has been
used to encode both LLM-enriched data de-
scriptions and ontology into the embeddings
in the same embedding space. Then we use a
recommendation strategy based on semantic
similarity retrieval. We calculate the similar-
ity score between the embeddings of metadata
descriptions and the pre-calculated ontology
embedding. We renk all similarity scores and
return the first top-K terms with the highest
scores as the recommendation results.

Discussion

In this paper, we propose an ontology term
recommendation system that aims to help re-
searchers reduce the semantic annotation bar-
riers that they face during the FAIR data pub-
lication process. The goal of the proposed sys-

tem is to minimize the misannotation by users
due to a lack of ontology knowledge, thereby
enhancing the interoperability and reusabil-
ity of the energy research data, which sup-
ports open science research. Semantic simi-
larity is used to match the tabular metadata
field name with respective ontology terms and
recommend the top-K most relevant ontology
terms to users.

However, the system still has some limita-
tions. For example, it may still have some
errors when dealing with semantic ambigu-
ity. In future work, we will introduce a user
feedback mechanism to make the recommen-
dation process more interactive and accurate.
Besides, we will consider adding an ontology
matching module to the system to support
cross-ontology term recommendation and an-
notation, which can enhance the data inter-
operability and better meet the goal of FAIR
data management.
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